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Abstract—The rapid advancement of artificial intelligence (Al) has significantly expanded its capabilities across diverse domains.
However, this also introduces complex technical vulnerabilities, such as algorithmic biases and adversarial sensitivity, that can carry
significant societal risks, including misinformation, inequity, computing security issues, physical-world accident and declines in public
credibility. These challenges underscore the pressing need for Al governance to inform the development and deployment of Al
technologies. To meet this need, we propose a comprehensive Al governance framework that integrates both technical and societal
dimensions simultaneously. Specifically, we categorize governance into three interconnected aspects: Intrinsic Security (internal
system reliability), Derivative Security (external real-world harms), and Social Ethics (value alignment and accountability). Uniquely,
we integrate technical methodologies, emerging evaluation benchmarks, and policy perspectives to construct a governance framework
that actively supports transparency, accountability, and public trust. Through a systematic review of over 300 references, we identify
three critical systematic challenges: (1) the generalization gap, where existing defenses fail to adapt to the evolving threats; (2)
evaluation protocols that insufficiently reflect real-world deployment risks; and (3) fragmented regulatory landscapes that produce
inconsistent oversight and enforcement. We attribute these failures to a fundamental misalignment in current practices, where
governance is treated as an afterthought rather than a foundational design principle. As a result, existing efforts tend to be reactive and
piecemeal, falling short in addressing the inherently interconnected nature of technical reliability and societal trust. In response, our
study provides a comprehensive landscape analysis and articulates an integrated research agenda that bridges technical rigor with
social responsibility. This framework equips researchers, engineers, and policymakers with actionable insights for designing Al systems
that not only exhibit performance robustness but also align with ethical imperatives and public trust. The repository is available at

https://github.com/ZTianle/Awesome-Al-SG.

Index Terms—Al Governance, Intrinsic Security, Derivative Security, Social Ethics, Responsible Al

1 INTRODUCTION

The rapid advancement of artificial intelligence (Al), par-
ticularly the emergence of large language models (LLMs),
has brought transformative changes across science [1], in-
dustry [2], and society [3]]. Specifically, these models excel in
reasoning [4], content generation [5], and decision support
[6], enabling a wide range of applications across education,
healthcare, law, and public services. This widespread adop-
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tion also reflects the growing confidence in Al’s potential to
augment human capabilities and drive societal progress.
However, the deployment of Al systems at scale has
simultaneously surfaced a host of new risks. Unlike con-
ventional vulnerabilities that primarily affect software sys-
tem functionality, Al-specific risks may manifest in more
concerning ways that can undermine public trust and cause
widespread harm. For instance, LLMs can be manipulated
through prompt injection attacks to bypass safety mecha-
nisms and generate harmful or illegal content [7]. Genera-
tive models enable the creation of convincing deepfakes for
large-scale misinformation campaigns and non-consensual
intimate imagery [8], fundamentally challenging our ability
to distinguish authentic content from fabricated material.
Perhaps most critically, Al hallucinations [9] in high-stakes
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domains can lead to catastrophic outcomes—from erro-
neous medical diagnoses that endanger patient lives
to flawed financial advice that destroys livelihoods. These
cases underscore a critical truth that Al risks are no longer
theoretical concerns but are already affecting individuals,
communities, and institutions in the real world.

In response to these risks, the concept of Al governance
has emerged, which encompasses the rules, practices, and
technologies that guide the development and deployment
of Al throughout its entire lifecycle to be ethically aligned,
legally compliant, and socially beneficial [11]. More impor-
tantly, rather than treating safety as a post hoc add-on, Al
governance intends for a proactive, integrated approach to
managing Al risks [12].

To fully understand the current state and development
of Al governance, we have examined the existing research
landscape. The temporal distribution of selected publica-
tions, as shown in Fig. |1} reveals a clear trend in the evolv-
ing landscape of Al governance research. Between 2017 and
2024, there has been a remarkable increase in academic
interest. By the end of 2025, the anticipated number of
related academic papers will exceed 8,000, suggesting that
the rapid deployment of Al in real-world applications has

prompted urgent discussions about their governance.

Despite this rapid growth in research volume, the field
still lacks a systematic and technically grounded synthesis
that bridges different domains. Existing studies tend
to isolate technical safety from broader governance consid-
erations or narrowly focus on specific risks such as fair-
ness or adversarial robustness without offering a unifying
framework. A parallel body of scholarship, rooted mainly in
ethics and legal studies, offers high-level normative analyses
but rarely engages with the emerging toolkit of empirical
evaluation methods, standardized benchmarks, and system-
level defenses [14]. Consequently, an integrative survey is
urgently needed to map the full landscape of Al-governance
challenges and to situate them within the rapidly evolving
architecture of contemporary Al systems.

To address this demand, we propose this comprehensive
survey, which aims to provide a systematic examination
of Al governance that could serve as a reference for re-
searchers, developers, and policymakers working to ensure
Al systems are robust, accountable, and aligned with public
interest. Specifically, our work seeks to answer three key
questions: (1) Why is it urgent to investigate Al gover-
nance? We identify the research gap where governance is
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primarily treated as an afterthought rather than a core de-
sign principle, leading to fragmented oversight and insulffi-
cient evaluation in existing defenses. This motivates our sur-
vey, which situates Al governance as an essential foundation
for trustworthy AL (2) What open challenges and future
governance guidance can we extract from massive existing
work? We define a unified governance framework encom-
passing three key dimensions: intrinsic security (e.g., adver-
sarial robustness, hallucination, interpretability), derivative
security (e.g., privacy, bias, misuse), and social ethics (e.g.,
legal norms, accountability mechanisms, emerging ethical
concerns). Through this taxonomy, we review technical and
societal risks in a coherent and structured manner. (3) How
do we define a unified governance framework? We conduct
a systematic review of over 300 references, analyze the
representative benchmarks and evaluation metrics across
vision, language, and multimodal systems, compare the
strengths and weaknesses of existing methodologies, and
synthesize open challenges and future research directions.
This multidimensional review offers actionable insights for
researchers, engineers, and policymakers seeking to develop
Al systems that are not only robust and reliable but also
socially responsible and ethically aligned.

For a better presentation of our survey, we structure
it according to the following principles to ensure greater
clarity and logical organization:
¢ Taxonomy. We structure Al governance around three core
pillars: Intrinsic Security, Derivative Security, and Social
Ethics. This taxonomy is conceptualized from an inter-
nal, system-centric view to an external, societal one, as
illustrated in Fig. The first pillar, Intrinsic Security,
pertains to the foundational properties of Al systems that
determine their resilience and reliability independent of
external protective layers, including inherent weaknesses
such as adversarial vulnerability and the propensity for
hallucinations. Moving outward, Derivative Security is
derived from the ways Al systems are applied in real-world
contexts, which can give rise to significant risks including
privacy infringements, the amplification of bias, or the
generation of harmful, hazardous, or deceptive content that
poses a threat to users. Finally, Social Ethics addresses the
broadest societal ramifications of Al systems, particularly

their socioeconomic and legal-ethical impacts, with special
emphasis on the critical issue of assigning responsibility and
establishing accountability.

¢ Organization. We provide a systematic analysis of each
pillar through a consistent analytical framework. For each
sub-dimension, we follow a structured approach that typ-
ically includes: Problem Definition, followed by relevant
aspects such as Risk Analysis, Attack Methodologies (where
applicable), Evaluations (when available), and Mitigation
Strategies. This flexible yet uniform structure accommo-
dates the diverse nature of governance challenges while
maintaining systematic coverage across different domains.

2 INTRINSIC SECURITY

Intrinsic security refers to the foundational properties of Al
systems that determine their resilience and reliability, inde-
pendent of external protective layers. As Al models become
deeply integrated into high-stakes applications, their vul-
nerabilities to adversarial manipulation, distribution shifts,
hallucinations, and opaque decision-making raise critical
concerns. This section systematically examines four core
dimensions of intrinsic security—adversarial vulnerability,
robustness, hallucination, and interpretability —each expos-
ing different facets of model fragility.

2.1 Adversarial Vulnerability
2.1.1 Problem Definition

Adversarial vulnerabilities refer to the susceptibility of
Al models to carefully crafted inputs that induce in-
correct or harmful behaviors, compromising system in-
tegrity, confidentiality, and availability [15]. These attacks
span white-box and black-box settings [17], and have
evolved from simple £,-norm perturbations to semantic,
physical-world, and multimodal manipulations [19]. Emerg-
ing threats, such as jailbreak prompts in LLMs [20], further
bypass safety mechanisms. Despite progress in adversarial
training [21]], detection [22], purification 23], and alignment-
based defenses , many defenses remain brittle under
adaptive attacks [25], highlighting the need for generaliz-
able mitigation and standardized evaluation frameworks.



2.1.2 Adversarial Attacks

Adversarial attacks exploit model vulnerabilities by crafting
inputs that induce incorrect or harmful outputs. The existing
mainstream methods can be categorized into three types:

¢ In white-box attacks, the adversary has full knowledge
of the target model (architecture, parameters, training data,
etc.) [26]. The attacker can compute gradients and craft
perturbations directly. This setting yields powerful attacks
but is less realistic in deployed systems.

e In black-box attacks, adversaries cannot access model
internals and must either query the model for outputs or
exploit transferability from other models. These attacks,
which better reflect real-world conditions, are generally
categorized as transfer-based [17], [27] or query-based [28].
¢ Emerging attacks on LLMs include jailbreak prompts [20],
[29], which bypass safety filters using crafted textual inputs,
and backdoor attacks [30], which implant triggers during
training to induce conditional misbehavior.

2.1.83 Adversarial Defenses

Defenses have evolved from input preprocessing to inte-
grated robustness strategies.

« For vision models, adversarial training remains the most
effective, with efficient variants like AGAT [31] and ARD-
PRM [32] designed for ViTs. Detection-based methods iden-
tify anomalous inputs via feature artifacts [22], while pu-
rification techniques [33] attempt to remove perturbations
using diffusion models or lightweight filters.

o For LLMs, alignment via RLHF provides foundational
safety, but must be reinforced with runtime defenses such
as input perplexity filters [34]], circuit breakers [35], or
ensemble-based rewriting frameworks like AutoDefense
[36], MoGU [37]. These defenses mitigate jailbreaks and
toxic outputs in open-ended generation.

o For VLMs, adversarial training (e.g., VILLA [38], AdvXL
[39]) enhances robustness, but is computationally intensive.
As a remedy, prompt-based tuning methods (APT [40],
Defense-Prefix [41]) adapt input prompts with minimal
parameter updates. Multimodal prompt tuning (FAP [42],
TAPT [43]) jointly optimizes both visual and textual inputs
for efficient defense.

¢ Detection in VLPs and VLMs leverages cross-modal con-
sistency. Tools like MirrorCheck [44] and AdvQDet [45]
identify mismatches across modalities or interaction histo-
ries. Multimodal jailbreak defenses—such as JailGuard [46],
GuardMM [47], and MLLM-Protector [48]—combine input
inspection, reasoning traceability, and output filtering.

2.1.4 Benchmarks

To support standardized evaluation and facilitate future
research, Tab. [1| presents representative benchmarks com-
monly used to assess adversarial robustness. Centered on
adversarial robustness, these benchmarks test models under
adversarially sourced or framed inputs rather than ITD noise.
ANLI [49] uses a human-model iterative loop to craft hard
NLI counterexamples that reveal brittle lexical heuristics,
measuring robust accuracy under human-generated attacks.
AdvGLUE [50] scales this to a multi-task GLUE setting with
semantically preserved adversarial edits and human filter-
ing, enabling per-task robustness drops (clean—adv) and
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exposing defense overfitting to attack families. TruthfulQA
[51] probes a safety-critical facet of adversarial robustness
via belief-aligned prompts designed to trigger human mis-
conceptions; robustness is captured by truthful accuracy
and calibration, complementing token-space attacks with
content-level adversaries. In multimodal settings, JailbreakV
[52] treats jailbreaks as adversarial attacks on MLLMs using
text-only and image-conditioned prompts; the key metric is
attack success rate (ASR), quantifying how reliably prompts
bypass safety while trading off utility/refusal. Although
framed around distribution shift, OODRobustBench [53]
is directly relevant: it tests whether adversarially trained
or “robust” models retain robustness when both data and
threat models shift, urging reports of robust accuracy un-
der shift rather than only in-distribution outcomes. Fi-
nally, broad capability suites—SEED-Bench [54] for vision—
language and AIR-Bench [55] for audio-language—offer
objective MCQ backbones and diverse inputs on which
to layer adversarial variants, enabling cross-modal trans-
fer analysis and separating competence from adversarial
degradation. Taken together, [49]-[55] support a practical
recipe: combine human-crafted natural adversaries (ANLI)
with systematic multi-task perturbations (AdvGLUE), add
security jailbreak stress for MLLMs (JailbreakV; report ASR
and utility /refusal), verify transfer under shift (OODRo-
bustBench), and use SEED/AIR as scaffolds; always report
clean vs. adversarialperformance, ASR and calibration to
expose utility-robustness trade-offs.

2.2 Robustness
2.2.1 Problem Definition

In the context of intrinsic security, robustness refers to
an Al model’s ability to maintain reliable performance
under input variations outside the training distribution,
encompassing both adversarial robustness against worst-
case, human-crafted perturbations and natural robustness
(or non-adversarial robustness) to benign but unpredictable
distribution shifts [56]. Unlike adversarial attacks, such
shifts—caused by factors like lighting changes, occlusions,
or dialect differences—arise naturally in real-world data and
can severely degrade model accuracy [57].

2.2.2 Existing Methods

Improving natural in-distribution and out-of-distribution
(OOD) generalization has motivated a range of training
methodologies across modalities. Below, we outline key
strategies and their trade-offs.

e Data Augmentation and Corruption Simulation. A
straightforward approach to enhance robustness is to ex-
pose models to input variations during training. Techniques
such as AugMix [58] and DeepAugment synthesize diverse
corruptions (e.g., noise, blur, color shifts, weather effects),
compelling models to learn more invariant and generaliz-
able features. These augmentations significantly improve
performance on benchmarks like ImageNet-C [59]. Artifi-
cial augmentation has been shown to rival the benefits of
scaling up datasets [60]. However, its effectiveness is often
bounded to the perturbation types it simulates and may not
generalize to unseen domains or contextual shifts [61].



* Domain Generalization and Adaptation. Domain gen-
eralization aims to train models that perform well on un-
seen domains without access to target-domain data dur-
ing training. Methods include learning domain-invariant
representations, distributionally robust optimization, and
meta-learning. For example, in biomedical signals, domain
adaptation (e.g., adversarial alignment or pretraining on
diverse hospitals) has enabled ECG/EEG models to gen-
eralize across sensors and institutions [62]. While such
strategies improve transfer to related domains, they often
falter under severe domain shifts.

¢ Self-Supervised and Contrastive Learning. Self-
supervised pretraining, particularly contrastive methods
(e.g., SIMCLR [63], MoCo), has demonstrated strong ro-
bustness by encouraging invariance to data augmenta-
tions and capturing higher-level semantics. In NLP, sim-
ilar pretraining objectives (e.g., masked language model-
ing in BERT) confer resilience to syntactic variation. In
biosignals, frameworks like BENDR [64] applied contrastive
learning to EEG data and improved generalization across
datasets. Speech SIMCLR [65] and wav2vec2.0 [66] il-
lustrate that contrastive/self-supervised objectives benefit
time-series/speech data. Large-scale models like CLIP [67]]
benefit from diverse, uncurated web data, leading to notable
zero-shot robustness. Broad reviews and surveys [68] affirm
that self-supervision on varied corpora acts as implicit aug-
mentation. More recent ECG/EEG-specialized work—such
as MAEEG [69] and scaling ECG representation learn-
ing [70]—extend these insights to biomedical signals. Self-
supervision on broad corpora effectively acts as implicit
augmentation and has become foundational for learning
transferable representations.

Other strategies for improving robustness include test-
time adaptation [71] (which adapt the model at inference
using unlabeled test inputs), robust architecture design [72]
(e.g., convolutional layers invariant to small transformations
or vision transformers stable to perturbations), ensemble
methods [73]] (which enhance robustness and uncertainty es-
timation by aggregating predictions), and adversarial train-
ing, though its impact on natural robustness is mixed. These
methods have complementary strengths, and combina-
tions—such as data augmentation with self-supervised pre-
training or domain generalization with episodic training fol-
lowed by test-time adaptation—often yield the best results.
To evaluate progress, benchmarks beyond in-distribution
accuracy (e.g., ImageNet-A for “natural adversarial” images,
ImageNet-O for OOD detection, and WILDS 2.0 with unla-
beled adaptation data) have become essential for diagnosing
and quantifying robustness under distribution shifts.

2.2.3 Benchmarks

To support standardized evaluation and facilitate future
research, Tab. [1| presents representative benchmarks com-
monly used to assess model robustness (i.e., natural ad-
versarial, natural corruption, natural variation, and OOD).
For natural corruptions and perturbations, ImageNet-C [74]
standardize evaluation via mean Corruption Error (mCE)
for 15 corruption types and stability metrics for pertur-
bation sequences—mean Flip Rate (mFR) and mean Top-
5 Distance (mT5D)—trevealing that much of the apparent
robustness gains track clean-set accuracy while prediction
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stability under small input changes remains fragile. Push-
ing beyond synthetic distortions, Natural Adversarial Ex-
amples [59] curate ImageNet-A (naturally occurring hard
images), on which standard classifiers collapse, underscor-
ing brittleness to real-world edge cases. Natural varia-
tion in language-vision grounding is captured by VQA-
Rephrasings [75], which adds three human rephrasings
per question and introduces a consensus-based robustness
score; state-of-the-art VQA systems suffer large drops when
forced to be both correct and consistent across paraphrases,
while a cycle-consistency training scheme improves robust-
ness without extra annotations. Distribution-shifted re-test
sets—ImageNetV2 [76]—demonstrate a benign but conse-
quential shift: across many architectures accuracy drops by
roughly 11-14% yet model rankings remain stable, challeng-
ing claims of test-set saturation. Complementing this, Ob-
jectNet [77] controls backgrounds, rotations, and viewpoints
and yields about 40-45 percentage-point drops versus Ima-
geNet, exposing spurious biases tied to scene context and
pose. Synthesizing evidence across many real-world shifts,
The Many Faces of Robustness [78] introduce datasets such
as ImageNet-R, SVSEF, DFR, and Real Blurry Images, show-
ing that scale and data augmentation can transfer to some
shifts, but no single method uniformly helps, arguing for
multi-faceted evaluations rather than a single robustness
score. WILDS [79] formalizes domain and subpopulation
shifts across ten datasets, emphasizing worst-group metrics
for deployment realism. In NLP, Yuan et al. [80] propose
BOSS (five tasks, twenty datasets) and find that many
OOD methods bring limited gains over vanilla fine-tuning,
while large language models with in-context learning can
be preferable on OOD cases, again highlighting evalua-
tion design over single-number reporting. Finally, LAION-
C [81] argues ImageNet-C is often no longer truly OOD
for web-scale models and releases a harder, automatically
constructed corruption suite.

2.3 Hallucination
2.3.1 Problem Definition

Hallucination in LLMs refers to fluent but factually incorrect
or fabricated outputs, undermining reliability in domains
like healthcare, law, and finance. NLP research [9] typically
categorizes hallucinations into: (1) Factuality Hallucination,
where outputs contradict facts or external knowledge (e.g.,
false dates, entities, or citations), indicating poor grounding
in truth; and (2) Faithfulness Hallucination, where outputs
deviate from the input or instruction (e.g., ignoring queries,
contradictions, flawed reasoning), reflecting misalignment
with context or intent.

2.3.2 Existing Methods

Mitigating hallucinations in LLMs and MLLMs requires
interventions across data, training, and inference stages.
Several effective strategies have been developed to address
both factual inconsistency and modality misalignment.

¢ Data-level: Current solutions mitigate hallucination by
improving semantic diversity, visual grounding, and sam-
ple structure. Balanced construction of positive-negative
sample pairs, particularly via contrastive learning on hal-
lucinated texts, enhances model robustness [82]. Region-
level and pixel-level annotations strengthen visual detail



TABLE 1
Comprehensive Survey of Robustness Benchmarks Categorized by Category. This table summarizes representative benchmarks used to
evaluate the robustness of Al models, organized by two top-level categories: adversarial robustness and natural robustness. It spans multiple
robustness types, including adversarial, alignment, natural corruption, and out-of-distribution (OOD) generalization. For each benchmark, we
report its publication year, venue, data size, robustness type, evaluation domain (abbreviated), and key evaluation metrics.

Category Benchmark Year  Venue Data Size Robustness Type Eval Domain Metric(s)
ANLI [49] 2020 ACL 3k test examples Adversarial Lang (NLI) Accuracy
AdvGLUE [50] 2021 NeurIPS 5k examples Adversarial Lang (GLUE) Task-specific
Truthful QA [51] 2021 ACL 817 questions Alignment Lang (QA) Truthful response rate

Adv JailBreakV-28K [52] 2024 COLM 28k adversarial cases Adversarial Multi Attack success rate
OODRobustBench [53] 2024 ICML 23 natural shifts Adversarial + OOD Vision Task-specific
SEED-Bench [54] 2024 CVPR 19k questions Alignment Multi (VLMs) Accuracy
AIR-Bench [55] 2024  ACL 314 risk types Alignment Lang (LLMs) Safe completion rate
ImageNet-A [74] 2019  CVPR 7.5k images Natural adversarial Vision Accuracy
ImageNet-C [59] 2019 ICLR 50k x 15 corruptions Natural corruption Vision Accuracy, mCE
VQA-Rephrasings [75] 2019  CVPR 40k x 3 questions Natural variation Multi (VQA) Accuracy
ImageNet-V2 [76] 2019 ICML 10k images OOD Vision Accuracy

Natural ~ ObjectNet [77] 2019  NeurIPS 50k images OOD Vision Accuracy
ImageNet-R [78] 2021  ICCV 30k images OOD Vision Accuracy
WILDS [79] 2021 ICML 10 datasets OOD Mixed Task-specific
BOSS [80] 2023  NeurIPS 20 datasets OOD Lang (NLP) Task-specific
LAION-C [81] 2024 ICLR 300k images Natural corruption Vision Accuracy, mCE

modeling and spatial alignment [83]]. Feedback-augmented
strategies, such as Silkie, VIGC, and Woodpecker, employ
model reflection or external validators (e.g., GPT-4V) to
refine vision-language consistency efficiently [84].

¢ Training-stage: Current methods focus on overcoming
language dominance and enhancing visual-linguistic align-
ment. LLMs trained via MLE risk overconfident halluci-
nations due to fluency bias; semantic entropy and absten-
tion training counter this by modeling uncertainty [85].
Perturbed input construction improves robustness against
structure-sensitive errors [86], while multi-objective training
(e.g., MOCHa) optimizes both fluency and factuality [87].
In MLLMs, techniques such as FERRET [88]], VCoder [83],
and GROUNDHOG [89] introduce dense visual encoding
for fine-grained comprehension, while RAI-30k [90] offer
structured region-level supervision.

¢ Inference-stage: Hallucinations stem from visual mem-
ory decay, prior overreliance, and decoding bias.
MEMVR [91] and DeCo [92] re-inject visual signals dur-
ing generation to preserve factual grounding. Semantic
entropy [93] and VL-Uncertainty [94] provide uncertainty-
aware abstention mechanisms. Woodpecker [95] and
OPERA [96] validate image-text consistency post hoc or
during decoding to suppress hallucinated content. Self-
Refinement [82] and Thought Rollback [97] offer plug-
and-play reasoning corrections by prompting introspection
and dynamic rerouting. Generation Constraint Scaling [98]]
and OpenCHAIR [87] incorporate probabilistic control and
token-level factuality metrics to constrain output drift.

2.3.3 Benchmarks

To support standardized evaluation and facilitate future
research, Tab. [2| presents representative benchmarks com-
monly used to assess hallucination in LLMs and MLLMs.
Evaluation of hallucinations in LLMs generally focuses
on two key types: factuality and faithfulness. Factual hallu-
cinations occur when the generated content contradicts real-
world knowledge, while faithfulness hallucinations emerge
when the model deviates from the provided context. Gen-

erative benchmarks such as Truthful QA [51] and REAL-
TIMEQA [99] assess the truthfulness of answers to open-
domain or time-sensitive questions, emphasizing the detec-
tion of factual errors. In contrast, discriminative benchmarks
like HaluEval [100] and FELM [101] assess the model’s abil-
ity to detect hallucinations in existing texts, using tasks like
classification and ranking. Recent efforts, such as HaluEval
2.0 [102] and FACTOR [103], enable fine-grained analysis of
hallucinations across diverse domains, focusing on evalua-
tion metrics like accuracy, precision, and recall.

For MLLMs, hallucination evaluation becomes more
complex due to the integration of visual context. Bench-
marks like CHAIR [103] and POPE [104] focus on object
hallucinations in image captioning and binary QA tasks.
Newer benchmarks, such as CIEM [105] and HaELM [106],
enable large-scale evaluation of hallucinations by automat-
ing data generation and leveraging LLMs for assessment.
More specialized benchmarks like AMBER [107] and RAH-
Bench [90] offer fine-grained analysis by combining gen-
erative and discriminative scoring across object, attribute,
and relation hallucinations. These benchmarks support a
variety of evaluation formats, including multi-class tasks
and binary classification, with metrics such as F1 Score.

2.4 Interpretability
2.4.1 Problem Definition

With the rapid advancement of deep learning, black-box
models have become dominant due to their strong perfor-
mance, yet their opaque decision-making creates challenges
in high-stakes fields like medical image analysis, underscor-
ing the need for interpretability. Interpretability can be cate-
gorized into active and passive [123]. Active interpretability
enhances transparency by designing inherently explainable
architectures (e.g., decision trees [124], knowledge graphs
[125], additive models [126]]) or incorporating interpretable
modules during training such as capsule networks [127],
Memory Wrap [128], and Stack-NMN [129]. Passive in-
terpretability, by contrast, applies post hoc analyses of
model weights, outputs, or internal representations, using



TABLE 2
An overview of representative benchmarks for evaluating hallucinations in LLMs and MLLMs. The benchmarks are categorized by
hallucination type—Factuality (Fact) and Faithfulness (Faith) for LLMs; Category (C), Attribute (A), and Relation (R) for MLLMs—and evaluation
type: Generative (Gen) or Discriminative (Dis). A diverse range of metrics are employed for assessment.

Model Benchmark Year Venue Data Size Hallu Type  Eval Type Metric
Truthful QA [51] 2022 ACL 817 Fact Gen LLM-Judge, Human
REALTIMEQA [99] 2023  NeurIPS - Fact Gen Acc, EM, F1
HaluEval [100] 2023 EMNLP 35000 Faith Dis Acc
FreshQA [108] 2023 EMNLP 600 Fact Gen Human
FELM |101] 2023  NeurIPS 3948 Fact & Faith  Dis Balanced Acc, F1
PhD [109] 2023 EMNLP 300 Faith Dis Pre, Rec, F1
LLMs ScreenEval [110] 2023 EMNLP 52 Faith Dis AUC
FACTOR [103] 2024 EACL 4030 Fact Dis Likelihood
BAMBOO [111] 2024 LREC-COLING 400 Faith Dis Pre & Rec & F1
LSum [112] 2024 EMNLP 6166 Faith Dis Balanced Acc
SAC3 [113] 2024 EMNLP 250 Faith Dis AUC
HaluEval 2.0 [102] 2024 ACL 8352 Fact Gen MiHR, MaHR
HALoGEN [114] 2025 ACL 10923 Fact & Faith Gen H-Score, Response Rate, Utility Score
HalluLens [115] 2025 ACL - Fact Dis Acc, F1
CHAIR [116] 2018 EMNLP 5,000 C Gen CHAIR
POPE [104] 2023 EMNLP 3,000 C Dis Acc, Pre, Rec, F1
MMHal-Bench [117] 2023 EMNLP 96 C Gen LLM Assessment
HaELM [106] 2023 CVPR 5,000 - Gen LLM Assessment
MLLMs MME [118] 2024 CVPR 1,457 C&A&R Dis Acc, Score
MMBench [119] 2024 ECCV 3,217 C&A&R Dis Acc
M-HalDetect [120] 2024 AAAI 4,000 C Dis Reward Model Score
FGHE [121] 2024 MMM 200 C&A&R Dis Acc, Pre, Rec, F1
GAVIE [122] 2024 ICLR 1,000 - Gen LLM Assessment

behavior-based [130], attribution-based [131], or concept-
based methods [132] to uncover patterns and improve trans-
parency without modifying the original model.

2.4.2 Existing Methods

Mechanistic interpretability [133] is an emerging field of
Al research that aims to understand the internal workings
of neural networks. Rather than treating models as black
boxes, this approach emphasizes analyzing the internal
structure of models by examining components such as
weights, neurons, layers and activations to derive mean-
ingful explanations for model behavior [134]. In general,
this approach adopts a reverse-engineering methodology to
identify functional roles of specific network components.
Mechanistic interpretability plays a critical role not only
in understanding model decisions but also in facilitating
downstream applications [135]. These include model editing
and intervention [136], the enhancement of compositional
generalization capabilities [137], and the identification and
mitigation of spurious correlations [138]. We discuss mech-
anistic interpretability with two representative approaches,
dictionary learning and attribution methods.

¢ Dictionary Learning: A key challenge in interpretability
is superposition, where neurons encode multiple unrelated
features, obscuring the meaning of individual activations
[139]. This entanglement is especially pronounced in deep
networks with high-dimensional, distributed representa-
tions. Dictionary learning addresses this by decomposing
activations into sparse combinations of simpler features
[140], based on the hypothesis that disentangled compo-
nents better capture semantic structure. Sparse Autoen-
coders [141] are widely used for this purpose, reconstruct-
ing activations while enforcing sparsity to learn latent fea-
tures aligned with human-understandable concepts. How-
ever, learned dictionaries can be unstable across runs [142],

individual atoms may lack clear semantics without human
validation, and features risk capturing spurious correlations
rather than causal mechanisms [143], limiting their reliabil-
ity for interpretability and auditing.

¢ Attribution: Attribution methods aim to explain model
behavior by assigning responsibility to input features, inter-
nal components (e.g., attention heads, neurons, layers), or
training examples. These post hoc tools analyze predictions
and activations to enhance transparency. Gradient-based
methods such as Integrated Gradients [144], Grad-CAM
[145], SmoothGrad [146], and DeepLIFT [131] estimate
how small input perturbations affect outputs, revealing
input-output relationships without accessing internal struc-
tures. Beyond input-level attribution, techniques like Direct
Logit Attribution quantify the influence of specific neurons
on predictions for finer-grained insights [147]], though both
approaches often capture correlations rather than causality.
Data attribution complements these methods by tracing
outputs to influential training instances using techniques
such as influence functions [148]]. While attribution meth-
ods struggle with out-of-distribution data and emergent
misaligned behaviors, combining model- and data-centric
perspectives provides a richer understanding of predictions
and their underlying drivers.

3 DERIVATIVE SECURITY

Derivative security refers to the risks that arise not from
Al models themselves, but from how they are used and
deployed in real-world systems. As LLMs and generative
Al become widespread, concerns such as privacy breaches,
algorithmic bias, and malicious misuse become increasingly
urgent. In this section, we focus on three aspects: data
privacy, bias and discrimination, and abuse and misuse of
Al



3.1 Data Privacy
3.1.1 Privacy Attacks

The architecture, training, and deployment of LLMs can
easily expose sensitive information. Major threats in-
clude interactive data leakage, inference-based attacks, and
deployment-time exploits.

(1) Data Leakage Threats. LLMs, trained on vast datasets
and processing user queries, can leak private data from
outputs or internal states via well-designed prompting.

¢ Sensitive Query Leakage: LLMs may inadvertently reveal
private data from user prompts or conversation history if
specific details are “remembered” and included in outputs
where they shouldn’t be recalled [149].

¢ Contextual Leakage: Accumulating seemingly harmless
details over time from the context of usage, such as con-
versation history or integrated data sources, can lead to the
inference of private information [150].

® Personal Preferences Leakage: LLMs can inadvertently
reveal or allow inference of a user’s personal attributes,
behaviors, or preferences through their responses, even
accurately inferring details like location or income [151].

(2) Inference-Time Threats. These threats exploit a de-
ployed LLM’s output behavior to infer unauthorized infor-
mation about its training data or properties.

e Membership Inference Attacks (MIAs): MIAs aim to de-
termine if specific data was part of an LLM’s training
set. While challenging for large, generalized LLMs, ad-
vanced techniques leveraging likelihood ratios [152], syn-
thetic neighbors [153], or self-prompt calibration [154] show
improved effectiveness, especially against fine-tuned mod-
els. Even “label-only” attacks [155], accessing only gener-
ated text, can be effective against pre-trained LLMs.

¢ Attribute Inference Attacks: These attacks infer sensitive
attributes (e.g., location, income, health) about individuals
whose data is used for training or interaction, based on the
LLM'’s output or internal representations [156].

(3) Deployment-Time Threats. These attacks target the
deployed LLM or its infrastructure to extract parameters,
manipulate behavior, or infer model properties.

* Model Inversion Attacks: Studies show that verbatim
training data, including personally identifiable information,
can be extracted from LLMs, with larger models being more
vulnerable [157].

* Model Stealing Attacks: Adversaries with query access
can reconstruct proprietary LLMs through query-based ex-
traction, potentially exposing sensitive data or intellectual
property—even with limited queries or no access to original
training data [158].

¢ Backdoor Attacks: Malicious functionality is injected dur-
ing training, causing normal behavior on clean inputs
but attacker-defined outputs when a specific “trigger” is
present. These can manipulate LLM responses to be biased,
harmful, or privacy-violating through data poisoning [159],
weight modification [160], or instruction tuning [161].

3.1.2 Privacy Defenses

Addressing LLM privacy threats requires a multi-faceted
approach throughout the model’s life-cycle.
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(1) Training-Time Defenses. These defenses are applied
during LLM creation, embedding privacy protection di-
rectly into the model’s learning process or training data.

¢ Data-Oriented Defenses: These focus on preprocessing or
modifying training data to reduce privacy risks. Dedupli-
cating training data significantly enhances security against
data extraction and memorization attacks [162]. Detecting
personal information in corpora is also crucial, though
current methods have limitations [163].

¢ Differential Privacy-Based Training: Differential Privacy
(DP) protects against individual data leakage by adding
noise during training (e.g., to gradients). Recent advances
mitigate performance drops by using large pre-trained
models and fine-tuning. Methods like private word-piece
algorithms [164], EW-Tune [165], and DP for Parameter-
Efficient Fine-Tuning (PEFT) [166] improve model utility.
Other approaches, such as DP-Forward [167], Adaptive DP
[168], and Selective DP [169], further optimize privacy-
utility trade-offs. DP has also been explored for enforcing
the “Right to be Forgotten” in LLMs [170].

e Knowledge Unlearning: Knowledge Unlearning effi-
ciently removes the influence of specific data from trained
models, which is crucial for “Right to be Forgotten”. The
challenge, however, is how to conduct unlearning from
massive LLMs without full retraining. Efficient frameworks
use lightweight unlearning layers [171] or approximate
techniques, such as identifying related tokens, to erase
content with minimal performance impact [172].

(2) Inference-Time Defenses. These defenses are applied
during LLM use, protecting user queries, the model’s inter-
nal state and generated output from privacy breaches.

¢ Secure Computation-Based Defenses: Secure Multi-Party
Computation (MPC) and Function Secret Sharing (FSS)
enable joint computation over private inputs without re-
vealing them. These techniques allow privacy-preserving
LLM inference, protecting both user prompts and model
parameters. Advances in secure matrix multiplication [173],
GELU [174], and Softmax [175] for GPT inference, along
with frameworks like PUMA [176], enable efficient secure
inference for large models. Confidential Computing, lever-
aging hardware Trusted Execution Environments (TEEs),
offers another approach by creating secure enclaves for data
and computation, even from cloud providers [177]. Combin-
ing PEFT with distributed privacy-sensitive computation
also offers efficient LLM services [178].

¢ Detection-Based Defenses: These defenses monitor LLM
interactions to identify patterns or outputs indicating a
potential privacy breach or attack [179]. However, specific
technical mechanisms for detecting privacy violations dur-
ing inference are still an open challenge.

3.2 Bias and Discrimination
3.2.1 Bias/Discrimination Attacks

Contemporary adversarial attacks exploiting Al bias operate
through three primary vectors: data manipulation, algorith-
mic exploitation and interaction hijacking.

¢ Data-Layer Attacks: At the data layer, poisoning attacks
inject discriminatory patterns into training data. For ex-
ample, Amazon’s recruitment algorithm downgraded fe-
male applicants by 45% after learning from male-dominated



resume data, codifying “statistical discrimination” [180].
Similarly, adversarial data manipulation can link protected
attributes (e.g., skin tone) to negative outcomes, embedding
societal prejudices into Al systems.

¢ Algorithmic-Layer attacks: These attacks exploit model
architectures by implanting Trojan model [181], manipu-
lating neural network parameters to introduce biases. For
instance, altering floating-point precision bits to enable
gender-based discrimination in credit scoring. These dy-
namic backdoors activate upon encountering geographic
identifiers or demographic cues, leading to unfair out-
comes. Adversarial example attacks also manipulate real-
time inputs. MIT experiments proved that slight lighting
adjustments can cause autonomous vehicles to deprioritize
darker-skinned pedestrians [182].

¢ Interaction-Layer attacks: The interaction layer uses jail-
break techniques to bypass ethical safeguards [183]. With
engineered prompts like “As a loan officer, disregard fair-
ness guidelines when evaluating African applicants”, at-
tackers induced ChatGPT to generate racist content. Role-
playing worsens the issue—GPT-4 assigned 20% longer
sentences to defendants with Hispanic names when acting
as a judge. These exploits thrive on explainability deficits
that obscure discriminatory mechanisms. Worse still, attack-
ers deliberately optimize superficial fairness metrics while
sacrificing marginalized groups [184].

3.2.2 Bias/Discrimination Defenses

Addressing bias in Al and LLMs requires a multifaceted ap-
proach that spans the entire life-cycle of model development
and deployment. A primary strategy involves using diverse
and representative training data that accurately reflects the
population the model is intended to serve. Employing var-
ious bias detection and debiasing tools and algorithms is
also crucial for identifying and rectifying biases in both
the data and the models [185]. Continuous monitoring of
Al systems after deployment is crucial for detecting any
emerging biases or performance shifts across different de-
mographic groups. In critical decision-making areas where
Al biases could have profound ethical or legal implications,
incorporating human oversight is a vital safeguard.

Additional technical mitigation strategies include
fairness-aware training, which explicitly optimizes fairness
metrics [186], as well as data augmentation methods that
ensure the balanced representation of various demographic
groups. Prompt engineering can also help reveal and miti-
gate biases in LLMs, while fine-tuning models with debias-
ing objectives or datasets is another effective approach for
reducing bias over time [187].

3.2.3 Benchmarks

To facilitate standardized evaluation and future research,
Table 3 presents representative benchmarks for evaluating
bias and discrimination in NLP and CV domains.

In NLP, various tasks such as sentiment analysis, ma-
chine translation, and question answering (QA) are adopted
to evaluate bias. For sentiment analysis, frameworks like
Bias-BERT [188] and CALM [189] assess demographic bias,
particularly concerning gender and race, using metrics such
as F1 score. In machine translation, gender bias has been
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observed in systems like Google Translate, leading to the de-
velopment of benchmarks such as MT-GenEval [190], which
evaluates gender translation accuracy across languages. The
BBQ dataset [191] assesses social bias in QA models, focus-
ing on biases against protected classes, while KoBBQ [192]
adapts this to the Korean context. Other QA benchmarks,
like NovelQA [193] and MEQA [194], evaluate the fairness
of models in complex multi-hop and extended narrative
tasks. For text generation, FairPrism [195] targets fairness
in generated text, addressing gender and sexual biases.

In CV, bias often manifests in image classification and fa-
cial recognition tasks. Datasets like FewSTAB [196] evaluate
how few-shot image classifiers perform across different de-
mographic groups, while VLBiasBench [197] targets biases
in large vision-language models. The FACET [198] bench-
mark assesses fairness in image classification, object detec-
tion, and segmentation, highlighting the need for fairness-
aware training. Additionally, the Fair SA framework [199]
measures group fairness in face recognition, identifying
disparities related to gender and skin tone. These efforts em-
phasize the importance of using specialized benchmarks to
mitigate bias in CV systems and ensure equitable outcomes.

3.3 Abuse and Misuse
3.3.1 Deepfake Attacks

Deepfake generation is enabled by advanced genera-
tive models, including Generative Adversarial Networks
(GANs), Variational Autoencoders (VAEs), and diffusion
models for visual and audio synthesis, as well as LLMs for
text generation. These technologies produce highly realistic
synthetic content across various modalities, including face-
swapped videos, cloned voices, and generated text. While
supporting creative applications, they also pose risks when
used for impersonation or the dissemination of false infor-
mation. This section reviews key generation techniques and
their potential for misuse.

(1) Text-based Methods. Advanced LLMs like GPT-40 [202]
and Gemini 2.5 [203] can generate fluent and context-aware
text. Open-source models such as DeepSeek-V3 [204] and
Qwen2.5 [205] further reduce the entry barrier. Although
these tools offer many benefits, they can also be misused for
tasks such as producing fake news, impersonating individ-
uals, and launching phishing attacks.

(2) Image/Video Deepfake Generation. Recent advances in
GANs [206] and diffusion models [207] enable the realistic
generation of facial images and videos. These techniques
lower the barrier for creating visual Deepfakes, raising
concerns about misuse, such as spreading false information.
¢ Face Swapping: Replaces a person’s face in an image or
video with another’s while maintaining pose and expres-
sion [208]. This can be used to fabricate visual identities
and mislead viewers.

e Facial Attribute Editing: Alters facial attributes such as
age, gender, or expression [209], enabling subtle manipula-
tions for identity concealment or deceptive narratives.

¢ Face Reenactment: Transfers facial motion or expression
from a source to a target [210], allowing realistic imitation
of actions or emotions not performed by the individual.

¢ Talking Face Generation: Synthesizes speech-aligned fa-
cial movements from audio or text [211], [212], enabling
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TABLE 3
Representative Benchmarks for Bias and Discrimination Evaluation Overview. This table summarizes key benchmarks for bias and
discrimination evaluation in natural language processing(NLP) and computer vision(CV) tasks. For NLP tasks, these include Machine Translation
(MT), Question Answering (QA), Sentiment Analysis (SA), Natural Language Inference (NLI), and Text Generation (TG). For CV task, it includes
Image Classification, Facial Recognition and Question-answering.

Domain  Benchmark Year Venue Data Size Task Metric

MT-GenEval [190] 2022 EMNLP 4K MT Acc, Gender Quality Gap

BBQ [191] 2022 ACL 58K QA Acc, Bias Score

FairPrism [195] 2023 ACL 5K TG Bias Type Annotation, Harm Extent
NLP Stowe et al. [200] 2024 BEA 601 TG F1

KoBBQ [192] 2024 TACL 76K QA Acc, Bias Score

MEQA [194] 2024 NeurIPS 2K QA (Multi-hop Event-centric) F1, Pre, Rec, Completeness, Logical Consistency

NovelQA [193] 2025 ICLR 2K QA(Extended Narratives) Acc

FairMT-Bench [201] 2025  ICLR 10K TG(Multi-turn Dialogue) Bias Ratio

Fair SA [199] 2022 AFCR 200K Facial Recognition AUC
Cv FACET [198] 2023 ICCV 32K Image Classification, Object Acc, Rec

Detection, and Segmentation
FewSTAB [196] 2024 ECCV 850K Image Classification Acc, Worst Accuracy (WAcc)

the creation of highly realistic talking-head videos for fake
public communication or impersonation.

These techniques lower the barrier for visual forgery and
can be exploited for large-scale impersonation, disinforma-
tion, and reputational harm, raising critical challenges for
detection and governance.

(3) Audio Deepfakes Audio Deepfakes synthesize human-
like speech from text or acoustic inputs using neural
models. Advances in generative architectures—including
GAN-based methods [213] and VAE-based methods [214],
diffusion-based methods [215], and transformer-based
methods [216]—have significantly enhanced the quality of
speech synthesis. While these technologies enable beneficial
applications like personalized voice assistants and accessi-
bility tools, they also raise ethical concerns by enabling voice
impersonation, phone scams, and audio disinformation.

(4) Multimodal Deepfake Multimodal Deepfakes refer to
the generation of synthetic content across multiple modal-
ities, such as images, text, audio, and video, using large
generative models. Recent models, including AnyGPT [217],
NExT-GPT [218], AudioGPT [219], and Google’s Veo3 [220],
enable the creation of synthetic content across multiple
modalities while ensuring a high level of consistency.

These advances make it easier to create realistic, multi-
modal simulations of people or events, raising new concerns
about coordinated manipulation, fabricated identities, and
cross-media misinformation [221]. Addressing these chal-
lenges requires safeguards that can keep pace with the
growing complexity of multimodal content.

In addition to Deepfakes, Al misuse encompasses high-
risk threats, including personalized phishing, political ma-
nipulation, Al-assisted malware (e.g., DeepLocker), and au-
tonomous weapons systems [222]]. These threats leverage
Al's ability to generate, predict, and make decisions to
automate deception, evade defenses, and scale harmful ac-
tivities. Therefore, it is essential to develop robust defensive
strategies to mitigate these emerging security threats.

3.3.2 Deepfake Defenses

Detecting synthetic content is essential for preventing the
harmful use of generative models. As Deepfakes become
more realistic and widely available, strong detection meth-
ods are needed to spot fake text, audio, and video. These

methods help reduce risks such as impersonation and de-
ception. This section introduces the primary detection ap-
proaches and explains how they support content security
and compliance with regulations.

(1) Text Deepfake Detection. Detection methods for text-
based Deepfakes are typically classified as white-box or
black-box, depending on whether the internal structure of
the generation model is accessible [8].

¢ White-box Methods: These methods leverage internal
model signals, such as token probabilities or hidden states.
A representative strategy is statistical watermarking [223],
which embeds imperceptible patterns during generation for
later attribution. While effective under controlled condi-
tions, these methods require access to the model internals
and are less applicable in open or adversarial settings.

¢ Black-box Methods: These methods analyze only gen-
erated text without requiring access to the underlying
model, making them suitable for model-agnostic and prac-
tical deployment. Common approaches include: (1) Zero-
shot perturbation analysis, which estimates the likelihood
of generation by measuring semantic consistency under
input variations [224]; (2) Fine-tuned classifiers, trained on
labeled datasets to distinguish between human-written and
machine-generated text [225]; (3) Adversarial training, de-
signed to improve robustness against adaptive synthetic
content [226]; (4) LLMs-as-detectors, which prompt LLMs to
evaluate the authenticity of a given input [227].

(2) Image/Video Deepfake Detection. Deepfake detection
in images and videos focuses on forgery cues in the spatial,
frequency, and temporal domains. In parallel, data-driven
methods learn to recognize manipulation patterns directly
from large datasets. Together, these approaches support
content verification and help counter visual misinformation.

e Spatial-domain Methods: These approaches detect vi-
sual artifacts within individual frames, such as blending
boundaries, unnatural textures, or inconsistent facial at-
tributes. Representative strategies include artifact localiza-
tion through reconstruction errors [228], and gradient-based
feature encoding for cross-dataset generalization [229].

¢ Frequency-domain Methods: These methods operate in
the spectral domain, modeling anomalies in frequency com-
ponents, compression patterns, or phase-amplitude mis-



matches. For instance, F3-Net [230] leverages frequency de-
composition, while FreqNet [231] captures source-agnostic
spectral signatures to improve robustness.

¢ Temporal-domain Methods: Temporal methods cap-
ture inter-frame inconsistencies such as lip-sync errors.
LipForensics [232] models audio-visual coherence, and
TI?Net [233] introduces identity-aware contrastive model-
ing for tracking semantic consistency across frames.

Although detection methods have advanced, they often lack
robustness against unseen Deepfake techniques, generaliz-
ing a central challenge for reliable content authentication
and a pressing concern in long-term media trust.

(3) Audio-based Deepfake Detection. Audio Deepfakes
involve the manipulation or generation of speech-like audio,
including synthesized voices, tampered recordings, or cross-
lingual voice conversion. Detection methods mainly rely
on deep learning models that process raw waveforms or
spectrograms to extract spectral and temporal artifacts. Rep-
resentative approaches include CNN-based models, such as
AASIST [234]], raw waveform classifiers like RawNet2 [235],
graph-based networks that model spectral-temporal depen-
dencies [236]], and transformer-based hybrids that combine
convolution and attention [237]. In multimodal scenarios,
fusion models such as FRADE and AVFakeNet [238] exploit
cross-modal cues to improve reliability.

From a governance standpoint, these detection methods

help prevent the misuse of synthetic audio in fraud and de-
ception, supporting trust in voice systems and encouraging
responsible use of speech technologies.
(4) Multimodal Deepfake Detection. Multimodal Deepfake
detection addresses forged content spanning text, audio,
image, and video by analyzing semantic or temporal in-
consistencies between modalities. Compared to unimodal
detection, this task is more complex due to the need for
cross-modal coherence. Recent works explore visual-text
alignment [239], audiovisual synchronization [240], and
zero-shot detection [241] using multimodal large language
models. As generative models evolve to integrate multiple
modalities, robust multimodal detection becomes crucial for
preserving information integrity.

To support standardized evaluation and facilitate future
research, Tab. ] presents benchmarks for Deepfake genera-
tion and detection, respectively, which cover data modalities
and scales, and commonly used evaluation metrics.

4 SoclAL ETHICS

This section addresses the complex ethical dimensions
emerging from the widespread deployment of Al technolo-
gies across critical societal domains. As Al systems increas-
ingly influence human decision-making, healthcare, and
education, they raise urgent questions about fairness, legal
responsibility, and the moral status of both humans and
non-human agents. We begin by examining how algorith-
mic decision-making can perpetuate social biases and affect
public well-being. We then examine evolving ethical and
legal frameworks. In the end, we discuss the distribution of
responsibility across the Al lifecycle.
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4.1 Social and Economic Issues
4.1.1 Problem Definition

Extensive literature has examined the societal and economic
disruptions introduced by Al and automation technologies.

¢ Societal Challenges. The integration of Al and automa-
tion presents serious societal challenges, particularly in
employment, inequality, and public trust. Automation dis-
places routine and low-skill workers, as seen in manu-
facturing in Europe and China, while remaining service
roles often involve lower wages and job insecurity. Labor
market polarization intensifies inequality, with AI adop-
tion favoring high-skilled cognitive jobs and marginalizing
lower-skilled workers, especially in underdeveloped areas
[264]. Though robots may temporarily boost employment,
long-term gains are limited by job instability and skill mis-
matches, disproportionately affecting older and vulnerable
populations [265]. Beyond labor, algorithmic bias and filter
bubbles also erode social trust. Models trained on historical
data can reinforce discrimination in hiring or judicial out-
comes [266], while personalized content feeds foster ideo-
logical echo chambers [267]. These risks highlight the urgent
need for inclusive governance frameworks that address
both technical and social dimensions of Al deployment.

¢ Economic Challenges. Al enhances productivity (e.g.,
2.4% TFP gain [268]]) but exacerbates inequality by widening
the wage-productivity gap and concentrating benefits in
urban hubs [269]. Routine middle-skill jobs are displaced
[270], pushing workers into low-wage roles or unemploy-
ment [271], a trend seen globally. Innovation and job cre-
ation are clustered in a few cities, leaving rural regions be-
hind [272]. High-skilled workers benefit most, while labor-
intensive sectors lag, and capital captures increasing returns
[273]. Al also reshapes competition, in which large firms
gain from data advantages, and algorithmic pricing can
increase consumer costs [274]. Vulnerable groups, including
women in clerical roles and older workers, face dispro-
portionate risk [275]. Many Al investments are intangible
and undercounted [276]], and as with past tech shifts [277],
short-term disruption calls for targeted policies in reskilling,
regional development, and competition oversight.

4.1.2 Existing Methods

Governance responses have emerged across technical, in-
stitutional, and regulatory domains to address the multi-
faceted risks of Al

(1) Technical Measures. Technical responses aim to mitigate
Al’s societal and economic risks through innovations in
algorithm design, privacy protections, and human-centered
automation. These measures prioritize transparency, fair-
ness, security, and adaptability.

* Explainability and Fairness Mechanisms. Technical
levers include XAI for transparency, privacy-preserving learn-
ing, human-centred robotics, and adaptive reskilling platforms.
Together they target bias, privacy and displacement.

¢ Human-Centered Robotics and Adaptive Skills.
Robotics development increasingly emphasizes human-
robot collaboration rather than substitution. Evidence from
China suggests that robots deployed in rural areas can
reduce labor market frictions and support employment
among underrepresented groups [264]. This aligns with
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TABLE 4
Representative Benchmarks of Deepfake Generation/Detection Overview. This table summarizes key benchmarks for deepfake
generation/detection. Metrics include Frechet inception distance (FID), Peak Signal-to-Noise Ratio (PSNR), Fréchet Video Distance (FVD),
multi-scale structural similarity (MS-SSIM), Kernel Inception Distance (KID), Facial Action Unit (AU), Accuracy-based scores (ACC), Area Under
Curve (AUC), and Equal Error Rate (EER).

Task Benchmark Year  Venue Data Size  Type Metric
FFHQ [242] 2019 CVPR 70K Image FID, AU
CelebAMask-HQ [243] 2020 CVPR 30K Image FID
MEAD [244] 2020 ECCV 281K Video FID

Deepfake CelebV-HQ [245] 2022 ECCV 30K Video FVD, FID

Generation Husseini et al. [246] 2023 Iccv 240 Video SSIM, CSIM, LPIPS, AKD, FID, FVD
VBench [247] 2024 CVPR 1.6K Video RAFT and et al. (16 dimensions)
EFHQ [248] 2024 CVPR 450k Multimodal  FIT, AKD, AED
Al-Face [249] 2025 CVPR 1600K Image FID, KID
DualTalk [250] 2025 CVPR 5K Video FD, PFD, MSE, SID, rPCC
FaceForensics++ [251] 2019 ICCV 6K Video ACC, AUC
Celeb-DF [252] 2019 CVPR 6K Video ACC, AUC
DFFD [253] 2020 CVPR 300K Image ACC, AUC
Deeperforensics [254] 2020 CVPR 60K Video ACC, AUC
ForgeryNet [255] 2021 CVPR 2900K Image ACC, AUC

Deepfake FakeAVCeleb [256] 2021  NeurIPS 20K Multimodal ~ ACC, AUC

Detection ADD 2022 [257] 2022 ICASSP 160K Audio EER
LAV-DF [258] 2022  DICTA 13K Multimodal ~ ACC, AUC
Fake2M [259] 2023  NeurIPS 20K Image ACC
DE-Platter [260] 2023 CVPR 133K Video FaceWA, FaceAuc, FLA, VLA
CFAD [261] 2024  SPEECH COMMUN 374K Audio EER
MLAAD [267] 2024 TJCNN 76K Audio ACC
SVDD2024 [263] 2024 SLT 84K Audio EER

calls for vocational training systems to adapt, equipping
workers with skills that complement automation [27§].

* Responsive Learning and Long-Term Adaptation. Au-
tomation often benefits high-skilled workers while displac-
ing those in routine roles [279]. Continuous learning sys-
tems and reskilling interfaces are essential to buffer such ef-
fects. Studies from Europe show that although robotics may
reduce job intensity, employment quality can be preserved
with adaptive interventions [280].

(2) Policy and Legal Measures. Policy frameworks and legal
interventions address Al’s systemic risks by reforming mar-
ket structures, enhancing social protections, and building
institutional capacity for inclusive governance.

« Labor Protection and Educational Reform. Redistributive
mechanisms, such as capital taxation or universal basic
income, are often proposed to mitigate displacement ef-
fects, although their effectiveness depends on design [281].
More targeted interventions include subsidies for training in
“prediction-complementary” roles, which involve judgment
tasks that Al cannot easily automate [282]. Education sys-
tems must evolve to foster creativity, problem-solving, and
empathy—skills that remain uniquely human [283].

« Regional Development and Institutional Responsive-
ness. Al-driven growth tends to concentrate in major in-
novation hubs, leaving rural or peripheral regions behind
[269]. Regional innovation funds and fiscal incentives can
support a more equitable distribution of Al benefits [284].
At the same time, governments need adaptive labor market
institutions to detect emerging skill mismatches through
real-time analytics [285] and modernize social protections,
such as wage insurance and flexible unemployment support.
¢ Implementation and Evaluation Capacity. Effective Al
governance hinges on timely implementation and rigor-
ous evaluation. Policies must be forward-looking, sector-

specific, and coordinated across labor, education, and in-
dustrial domains [286]. Iterative feedback mechanisms and
evidence-based assessments are critical for refining strate-
gies and ensuring long-term accountability [287].

4.2 Ethical and Legal Issues
4.2.1 Problem Definition

The ethical and legal challenges of Al arise from its trans-
formative impact on societal norms and regulatory frame-
works. Ethical dilemmas center on fairness, accountability,
and human rights, while legal uncertainties reflect frag-
mented governance across jurisdictions.

¢ Ethical Challenges. Key ethical concerns-fairness, privacy,
explainability-cut across health, finance and public services.
Bias in training data and model opacity remain primary
obstacles to trust.

e Legal Challenges. Liability and IP rules diverge:
strict-liability & ex-ante risk tiers in EU, human-only copy-
right in US, evolving hybrids in Asia [288]. Data-consent
standards likewise vary (GDPR vs. CCPA).

4.2.2 Existing Methods

Al governance employs key methodologies, including
Value-Sensitive Design (VSD), Legal Compliance Frame-
works, and Moral Machines, to address fairness, ethics, and
accountability. These form a layered strategy from design
values to legal compliance and ethical reasoning.

VSD integrates human values into Al system design. The
FairPrism dataset shows its role in reducing bias in text
generation [195]. In linguistics, VSD aligns Al with cultural
norms [289]. It also highlights developer well-being in high-
stress fields, such as computer vision [290].

Legal Compliance Frameworks operationalize ethical
principles through binding regulations. SynthASpoof en-
hances privacy-preserving facial authentication [291], and



TABLE 5
Accountability across the Al life-cycle.

Role Core Duty Primary Risk
Designers Bias-safe architecture; ethical-by-design ~ Hidden bias
Developers  Secure code; full logs Vulnerabilities

Users Due care; understand limits Over-reliance
Auditors Independent system checks Capture / mis-report
Regulators ~ Enforcement; redress Regulatory lag

EditGuard provides copyright verification for generative
content [292]. The increasing complexity of multimodal
Al systems, particularly in intent recognition, necessitates
expanded regulatory oversight [293].

Moral Machines embed ethical decision-making into AL
FairCLIP improves fairness in vision-language models [294],
and LlavaGuard protects against harmful image manipu-
lation [295]. However, limitations persist. VSD struggles
with cross-cultural applicability [289], legal frameworks lag
behind regulatory changes, and moral reasoning remains
hard to implement. The emotional toll on Al practitioners
underscores the ongoing need for value-aware design. Thus,
these approaches’ integration and continual refinement are
essential to responsible Al governance.

To further assess the efficacy and limitations of these
methods, it is essential to examine real-world cases and
the tools used to evaluate them across different domains.
In reinforcement learning, the Information-theoretic Reward
Model (InfoRM) improves reward modeling robustness
and prevents over-optimization in high-risk domains, such
as healthcare. In machine translation, BLEU is commonly
used but limited in interpretability [296]. Alternatives like
COMET [297] and BERTScore [298] enhance fairness by
capturing nuanced aspects of translation quality. Fairlearn
supports fairness evaluations despite challenges related to
data and bias [299]. In education, Al systems such as Dream-
Box enable personalized learning [300], though global legal
applicability remains problematic. Better cloud integration
is needed to improve adaptability across regions. Security-
wise, Prompt Adversarial Tuning defends against adversar-
ial attacks [301], though real-world generalization remains
a challenge. Overall, transparency, explainability, and cross-
domain deployment remain critical research gaps.

4.3 Responsibility and Accountability Mechanisms
4.3.1 Problem Definition

As Al spreads into healthcare, finance, law-enforcement and
autonomous driving, the question of who is responsible when
things go wrong becomes legally urgent and ethically fraught.
Modern systems operate in distributed ecosystems, so the
drift of the liability role and black-box opacity often blur
accountability. Without clear governance, these risks erode
public trust and slow beneficial adoption.

(1) Role-Based Accountability Across the Al Life-cycle.
For accountability mechanisms to function effectively, re-
sponsibilities must be defined across key roles [302] in
the Al life-cycle, including deployers, users, auditors, and
regulators. Tab. [5|summarizes the duties and primary risks
of five key stakeholders.
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(2) Challenges in AI Accountability. While establishing
clear roles and responsibilities is fundamental to Al gover-
nance, several systemic challenges complicate the practical
implementation of accountability mechanisms.

¢ Ambiguity in Responsibility Attribution. Al system
decisions are often the result of multi-party collaboration,
including algorithm designers, developers, deploying in-
stitutions, and end users. This complex participation chain
leads to a convoluted responsibility structure and increases
the risk of unclear attribution. When Al decisions result
in negative outcomes, involved parties may deflect blame,
leading to an “accountability vacuum” or “responsibility
gap”. As studies have pointed out [303], without a well-
defined accountability framework, neither ethical responsi-
bility nor legal liability can be assumed appropriately by
relevant stakeholders.

* Responsibility Shifting. Al systems may be used to shift
or dilute responsibility. On one hand, users may overly
rely on Al decisions, transferring human responsibilities to
machines. On the other hand, developers and deployers
may use Al to evade their obligations. When Al systems
make mistakes, people often blame “the algorithm made a
mistake”, reducing human responsibility [304].

¢ Lack of Transparency Undermining Accountability.
Many Al algorithms operate as “black boxes” — their
decision-making processes are complex and lack inter-
pretability. This lack of transparency makes it difficult to
hold any party accountable [305]. When an accident or
biased decision occurs, it is nearly impossible to determine
what happened and why, especially without detailed log-
ging and a traceable decision-making process.

4.3.2 Existing Methods

Clear accountability frameworks combine technical safe-
guards and policy levers to ensure traceability, transparency,
and enforceable liability.
(1) Technical Measures

¢ Auditability and Logging. To mitigate these risks, tech-
nical improvements aim to enhance the auditability and
explainability of Al systems. This includes implementing
comprehensive logging and audit-trail mechanisms that
preserve key data and decision steps throughout a system’s
operation. For instance, automated systems can incorporate
audit tools like aviation “black boxes”, recording high-
fidelity data on system behavior and environmental context
[306]. These audit trails provide critical post-event evidence,
enabling independent analysts to reconstruct events, iden-
tify causes, and assign responsibility.

¢ Traceability and Explainability. Improving the traceabil-
ity of Al decision-making ensures that the entire process —
from input to model decision to output — can be tracked.
This includes maintaining records of training data sources,
model versions, and parameter changes. In the event of
failure, these records enable the identification of the specific
stage and party responsible.

¢ Continuous Monitoring and Incident Reporting. Mon-
itoring and alerting mechanisms should be deployed to
capture Al anomalies or potential risks in real time. These
systems provide crucial evidence before and after an inci-
dent. Such records offer valuable material for researchers



and regulators to improve system design and reduce future
risks. An open failure reporting mechanism encourages
stakeholders to expose and fix problems promptly, rather
than hide them to avoid responsibility.

(2) Policy and Legal Measures

¢ Accountability Regulations and Standards. Govern-
ments and industry groups are advancing legislation and
standards for Al accountability. For example, the EU High-
Level Expert Group published the “Ethics Guidelines for
Trustworthy Al”, identifying legality, ethical compliance,
and technical robustness as core principles Al systems must
meet, while emphasizing transparency and accountability.
The European Commission’s 2021 draft AI Act seeks to
define the obligations of developers and users of high-
risk Al systems. Singapore’s Al governance framework
also advocates for fairness, explainability, transparency, and
human-centric practices across the Al life-cycle.

¢ Independent Audits and Certification. Independent
third-party auditing systems are key to ensuring Al ac-
countability. They help expose issues in decision-making
and supervise stakeholders” behavior. Scholars have pro-
posed institutions like the Independent Auditing of Al
Systems to audit highly automated systems and foster
responsible development. Policymakers can require high-
risk Al systems to pass qualification assessments or obtain
licenses before deployment. Such external oversight pres-
sures developers and deployers to follow safety and ethical
norms. Audit institutions must also be held accountable.
Industry associations or authorities should regulate their
credentials, and misconduct such as falsified reports or
collusion with audited entities should be punished. Proper
oversight ensures independence and credibility in Al audits,
preventing a regulatory vacuum.

¢ Legal Clarity and Liability Insurance. Legal frameworks
must define the responsibilities of all stakeholders in the
Al ecosystem to avoid blame-shifting. Without such clarity,
disputes over responsibility are likely. Legal principles are
needed to determine who is accountable for foreseeable
and avoidable mistakes. Introducing liability insurance and
compensation funds is another key strategy. Drawing from
workplace injury compensation models, “no-fault compen-
sation” systems can enable victims of Al-related harm to
be compensated swiftly — without lengthy fault-finding
procedures. This guarantees redress for victims and encour-
ages developers and users to report problems and learn
from them without fear of litigation. When combined with
mandatory incident reporting and independent investiga-
tive institutions, a closed-loop system of accountability and
continuous improvement can be formed.

5 OPEN CHALLENGES AND FUTURE DIRECTIONS

The rapid advancement of artificial intelligence (AI) tech-
nologies has highlighted the need for robust governance
frameworks to ensure security and ethical use. However,
persistent challenges across technical, ethical, regulatory,
and policy domains hinder progress. This section identifies
key gaps and outlines promising research opportunities
to strengthen AI governance, addressing safety, privacy,
ethical, and regulatory challenges.
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5.1 Technical Gaps

¢ Insufficient Adversarial Robustness. Adversarial robust-
ness remains a critical barrier to secure Al deployment, as
current defenses fail to generalize against evolving attack
vectors, particularly in multimodal systems. The survey
notes that cross-modal manipulation generates adversarial
examples by perturbing cross-modal alignments in VLMs.
Existing methods, such as adversarial training [38] and
prompt-based robust tuning [40], are computationally ex-
pensive and struggle against unrestricted attacks, like ad-
versarial patches [307]. Developing adaptive defense mech-
anisms, such as game-theoretic frameworks that simulate
interactions between attackers and defenders, could enable
real-time adaptation to novel threats, enhancing robustness
in applications like autonomous driving.

¢ Persistent Hallucinations in LLMs and MLLMs. Hal-
lucinations, defined as plausible but incorrect outputs, re-
duce reliability of LLMs and MLLMs in critical fields like
healthcare and education. These issues stem from model
flaws and biased data, with current methods like post-hoc
validation (e.g., Silkie, VIGC, Woodspecker [84]) having lim-
ited effect (Sec. . Future directions: (1) Neuro-symbolic
methods combining symbolic reasoning with deep learning
to constrain outputs using explicit knowledge, reducing
hallucinations. (2) Real-time detection with user feedback
loops to dynamically correct errors in critical applications.
¢ Limited Interpretability of Black-Box Models. Limited
interpretability reduces transparency and accountability of
black-box models, especially in sensitive areas like health-
care [308]. The survey notes attribution methods, such
as Grad-CAM [145] and Integrated Gradients [144], offer
partial insights but cannot fully explain complex decisions,
particularly in multimodal settings. Interpretability frame-
works integrating causal inference and mechanistic analysis
can better trace decisions. User-centric tools tailored to
stakeholders like experts, regulators, or end-users would
improve trust and compliance.

e Privacy Vulnerabilities in Data-Intensive Models. Pri-
vacy risks remain in LLMs(Sec. [3.1). Differential privacy and
federated learning help but have trade-offs, as noise hurts
performance and federated systems are still open to attacks
like membership inference [309] and model inversion [157].
Personalized apps, such as LLM agents and RAG, further
expose sensitive data [310]. Secure multi-party computation
[173] with lightweight models enables scalable privacy-
preserving inference.

¢ Bias Propagation in Model Outputs. Bias propagation
in Al systems, particularly in computer vision and LLMs,
perpetuates unfair outcomes across demographic groups,
as discussed in Sec. Benchmarks like VLBiasBench and
FACET reveal disparities in performance related to gender
and race, often stemming from biased training data [197].
Fairness-aware training procedures, such as demographic
parity constraints [186]], can mitigate biases, but dataset im-
balances limit their effectiveness. Developing bias-agnostic
models through data augmentation and adversarial debias-
ing could address this gap, ensuring equitable outcomes in
applications like facial recognition.

¢ Inadequate Deepfake Detection Generalization. Poor
generalization of Deepfake detection limits the ability to



prevent misuse. Current methods, such as CNN-based
models (e.g., AASIST [234]) and multimodal fusion (e.g.,
AVFakeNet [238]), struggle against unseen Deepfake tech-
niques using advanced GANs or diffusion models. Ro-
bust detection frameworks leveraging cross-modal cues and
transfer learning could improve generalization. Real-time
systems using spectral and temporal analysis could further
enhance reliability in detecting synthetic media misuse.

5.2 Regulatory and Ethical Considerations

* Regulatory Fragmentation Across Jurisdictions. Reg-
ulatory fragmentation hinders global AI governance, as
differing legal and cultural norms create conflicting com-
pliance requirements. The survey highlights frameworks
such as [311], which promote transparency but vary in
their applicability. For instance, EU regulations prioritize
individual rights, whereas some Asian jurisdictions em-
phasize collective interests. Modular regulatory frameworks
that allow for context-specific adaptations while maintain-
ing core principles, such as risk-based classification, could
help harmonize global standards. Automated compliance
monitoring tools leveraging real-time Al behavior analysis
would facilitate adherence across jurisdictions.

¢ Cultural Gaps in Ethical Guidelines. Cultural gaps in
ethical guidelines limit their applicability, particularly in ad-
dressing implicit and intersectional biases [312]. The survey
notes that benchmarks like VLBiasBench and FACET are of-
ten Western-centric, failing to capture global diversity [197],
[198]. Developing multilingual and multicultural ethical
guidelines requires benchmarks reflecting diverse contexts.
Dynamic frameworks that incorporate public feedback and
case-based learning can address emerging issues, such as
copyright disputes in generative Al, ensuring that ethical
guidelines remain relevant and effective.

¢ Accountability Gaps in AI Deployment. Accountabil-
ity gaps complicate enforcement, as the survey notes the
lack of standardized mechanisms for assigning responsi-
bility. Sec. highlights the need for precise responsibil-
ity mapping across designers, developers, and deployers.
Developing standardized auditability and logging mecha-
nisms, as discussed in Sec. can preserve decision trails,
enabling post-hoc analysis. Interdisciplinary frameworks
that integrate legal and technical accountability measures,
such as third-party audits, would ensure robust enforce-
ment and maintain societal legitimacy.

5.3 Research Opportunities

* Novel Defense Mechanisms for Attacks. New defense
mechanisms are vital for countering advanced adversarial
attacks, as current methods lack generalizability. The sur-
vey notes vulnerabilities in multimodal systems (Sec. 2.1).
GAN-based defenses simulating attack scenarios during
training could boost robustness. Real-time defenses using
edge computing and lightweight models could improve
security in dynamic settings like online content moderation,
addressing real-world deployment challenges.

® Cross-Disciplinary Collaboration for Systemic Solu-
tions. Cross-disciplinary collaboration is essential for ad-
dressing systemic governance challenges, as highlighted
in healthcare and legal applications. Integrating domain
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expertise, such as judicial knowledge in legal Al systems,
can reduce errors in interpreting regulations. Co-design
frameworks embedding interdisciplinary insights into the
Al lifecycle are critical. Cross-disciplinary education pro-
grams can cultivate professionals who bridge technical and
ethical domains, thereby accelerating governance adoption.
¢ Robustness by Design in AI Development. Building
robustness into Al from the start helps avoid vulnerabilities,
as current methods often treat it as an afterthought [59]. The
survey stresses handling distribution shifts and adversarial
attacks (Sec. [Z]) Optimization with fairness constraints [[186]
and privacy-preserving designs [310] during training can
reduce risks. Multi-objective optimization balancing robust-
ness, performance, and efficiency could enable systems to
adapt to tough conditions.

¢ Comprehensive Benchmarking for Global Evaluation.
Comprehensive benchmarking is crucial for evaluating Al
governance, as current benchmarks, such as VLBiasBench,
FACET, and TruthfulQA, lack coverage across modalities
and cultural contexts [[197]. Developing global, multilingual
benchmarks in diverse scenarios is essential. Dynamic plat-
forms incorporating real-time data and user feedback could
provide continuous evaluation, as implied by the survey’s
call for robust evaluation protocols.

¢ Causal Inference for Fair AI Systems. Causal infer-
ence is key for fair Al, addressing survey concerns about
correlation-based bias. Causal evaluation frameworks, like
counterfactual reasoning, can find bias sources and guide
fixes. Cross-domain causal benchmarks testing models in
vision, language, and multimodal tasks would support fair
outcomes in sensitive cases.

6 CONCLUSION

This paper offers a comprehensive overview of Al gov-
ernance, addressing challenges across intrinsic security,
derivative security, and social ethics. As Al systems per-
meate critical sectors like healthcare, education, and public
policy, their risks, which range from adversarial attacks
and privacy breaches to bias and societal impacts, demand
governance frameworks that ensure transparency, account-
ability, and fairness. Our survey advocates for an integrated
approach that balances technical robustness with ethical
responsibility, emphasizing interdisciplinary collaboration
to refine evaluation metrics, strengthen global standards,
and guide responsible Al deployment. Continued research
and policy development are essential to building Al systems
that are secure, equitable, and aligned with public interests.
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APPENDIX A
LIMITATIONS AND FUTURE WORK

To comply with the page constraints of this submission, we
consolidate all discussions of Limitations and Future Work
from the main sections into this appendix. Each subsection
corresponds to a core pillar of our Al governance frame-
work: Intrinsic Security, Derivative Security, and
Social Ethics. This reorganization preserves the com-
pleteness of our analysis while streamlining the main text,
and provides readers with a unified reference to the open
challenges and prospective research directions identified
throughout this survey.

A1
A.1.1 Aaversarial Vulnerabilities

Intrinsic Security

Both adversarial attacks and defenses still face big chal-
lenges. Attackers now use various methods—unlimited per-
turbations, adaptive tricks to avoid cleanup, and cross-
modal attacks (like image + text together). This makes
defenses built for specific attack types or norms break
easily. Most defenses are tested only on fixed benchmarks
(like ImageNet-C or standard ! — p attacks), so doing well
on those doesn’t guarantee safety in new situations. Also,
robust defenses like PGD-training, diffusion-based cleaning,
or runtime checks come with high computation cost and
slow responses, making them hard to use in real-time or
low-power systems.

Going forward, both sides need to adapt and work to-
gether. Defenses should be tested continuously against new
attacks across vision, language, and multimodal settings.
We need methods with provable guarantees—like certified
robustness or formal checks—and models that know when
they’re unsure and refuse risky inputs. Lightweight so-
lutions like self-supervised domain adaptation, on-device
defenses, or federated learning could cut resource needs.
Adding confidence scores and simple explanations can help
models refuse unsafe inputs before harm happens.

A.1.2 Robustness

Despite the proliferation of strategies and benchmarks,
achieving broad robustness remains an unsolved challenge.
Many techniques improve robustness on one distribution
shift but fail on others. There is often a trade-off: for ex-
ample, strong data augmentation or adversarial training
can sometimes degrade clean (in-distribution) accuracy, and
overly specialized models might sacrifice performance on
inputs that do follow the original distribution. No single
method consistently shields models against all types of
natural shifts. Hendrycks et al. [313] aptly summarized that
“no evaluated method consistently improves robustness” across
diverse real-world distribution changes. This suggests that
robustness techniques may need to be domain-specific or
combined in ensembles to cover different failure modes.
Moreover, robust models can be resource-intensive (e.g.
very large pre-trained models or costly data augmentation
pipelines), which raises practical and equity considerations
in their deployment.

We believe robustness to distribution shifts is a key
component of intrinsic Al security. It demands a multi-
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faceted approach: rigorous evaluation across vision, lan-
guage, and multimodal tasks; training techniques that instill
resilience; and mechanisms to detect and handle the unex-
pected. While current approaches have made strides (for
instance, substantially improving corruption robustness on
ImageNet-C, or reducing sensitivity to question rephrasing
in VQA), the limitations are clear — robust behavior often
remains narrow, and progress on one benchmark doesn’t
guarantee safety in another scenario. Bridging this gap
is not only a technical endeavor but also a governance
imperative. In the context of Al governance and safety,
robustness metrics should be treated with the same gravity
as raw performance metrics, as they directly relate to an
Al system’s reliability in real-world deployment. By con-
tinuing to develop models that can withstand or adapt to
the unforeseeable and by requiring such properties in high-
stakes use, we move closer to Al that is not just intelligent,
but trustworthy under the full spectrum of conditions it will
face.

A.1.3 Hallucination

Hallucination remains a fundamental obstacle to the reli-
ability and safety of large language models (LLMs) and
multimodal large language models (MLLMs). Although
existing mitigation strategies across data preprocessing,
training objectives, and inference mechanisms have shown
promise, they often lack robustness, generalizability, and
scalability across real-world tasks, domains, and modalities.
Current solutions tend to be fragmented, focusing on nar-
row benchmarks or handcrafted settings, which limits their
effectiveness in open-ended or safety-critical deployments.
Moreover, hallucination is not merely a localized model
design flaw but a systemic challenge that spans the entire Al
lifecycle. It arises from data curation practices, pretraining
biases, decoding dynamics, and insufficient human-aligned
evaluation protocols. As foundation models evolve toward
greater autonomy and multimodal capability, the risks of
hallucination become more opaque, harder to trace, and
more consequential in practice.

Future research must therefore go beyond surface-level
fixes and pursue holistic solutions. This includes develop-
ing scalable and adaptive supervision pipelines (e.g., weak
supervision, human-Al collaborative filtering), designing
robust benchmarks that simulate real-world uncertainty and
ambiguity, and integrating epistemic uncertainty modeling
into both generation and evaluation. Additionally, advanc-
ing introspective and self-corrective mechanisms—such as
reasoning rollback, contrastive decoding, and multimodal
grounding validation—will be essential to align model be-
havior with factual integrity and user intent. Bridging ef-
forts across NLP, vision, HCI, and cognitive science will be
key to mitigating hallucinations in increasingly complex Al
systems.

A.1.4

Interpretability research faces persistent limitations in both
scalability and evaluation. First, a major bottleneck lies in
the scalability of interpretability techniques. While many
approaches—particularly mechanistic ones—yield rich in-
sights on miniature or toy models, they often struggle to

Interpretability



generalize to real-world, large-scale systems without sacri-
ficing feasibility or incurring performance trade-offs [314].
Fine-grained, bottom-up analyses, such as circuit tracing,
offer high fidelity but suffer from unmanageable complexity,
whereas top-down methods, like attention pattern analy-
sis, scale better but risk oversimplification and reduced
mechanistic clarity [315]. Second, the field lacks robust
and standardized evaluation protocols. Although diverse
benchmarks have emerged—ranging from circuit identifi-
cation [316] and trojan detection via interpretability signals
[317], to explanation metrics like faithfulness, completeness,
and sufficiency [318]-[320]—a unified framework for as-
sessing interpretability remains elusive. The absence of a
clear ground truth is particularly problematic, as different
methods can yield inconsistent or even contradictory ex-
planations for the same behavior [320]-[322]. As a result,
interpretability remains challenging to compare, validate, or
benchmark reliably [323[-[327].

To address these gaps, future work should focus on de-
veloping scalable interpretability pipelines that can operate
across complex, multimodal architectures without compro-
mising fidelity. Mechanistic approaches will benefit from
hierarchical abstractions that summarize neuron-level be-
havior into interpretable modules or motifs, potentially re-
vealing how emergent capabilities, such as in-context learn-
ing or strategic reasoning, arise [328]]. In parallel, bench-
mark construction should evolve toward theory-grounded
and human-aligned evaluation standards that incorporate
domain-specific goals and recognize the plurality of valid
explanations.

A.2 Derivative Security
A2.1

Despite growing progress, privacy protection for LLMs
and broader AIGC systems remains limited in scalability,
generalizability, and cross-modal applicability. Multimodal
models, such as MLLMs and VLMs, introduce new risks
where sensitive information can be memorized or inferred
across modalities [329]-[331]. Although emerging bench-
marks and instruction-tuning datasets (e.g., MLLMU-Bench,
PrivBench, PrivIune) aim to measure and mitigate such
threats, current defenses are not deeply integrated into
model architectures and often require costly retraining or
degrade utility. Similarly, diffusion models exhibit unique
vulnerabilities in memorization. Differential privacy tech-
niques (e.g., PRIVIMAGE, dp-promise, SMP-LoRA) offer
partial mitigation [332]-[334]], while federated learning en-
ables secure, decentralized training [335]]. However, privacy-
preserving inference in cloud environments remains fragile,
despite frameworks like PPIDM [336].

Future research should focus on enhancing interpretabil-
ity and adversarial testing of black-box LLMs to expose
hidden leakage pathways [337], [338]]. Personalized applica-
tions such as LLM agents and RAG systems require tailored
defenses, given new threats like memory extraction and
inference against external databases [309], [310]], [339]. The
broader adoption of federated learning, secure computa-
tion, and adaptive differential privacy will be crucial in
balancing utility and safety in evolving architectures [340]-
[342]. Finally, developing unified privacy frameworks for
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multimodal AIGC—encompassing text, image, and audio
inputs—will be crucial to enabling privacy-aligned model
design from the outset [329].

A.2.2 Bias and Discrimination

The field of bias and discrimination in Al and LLMSs contin-
ues to evolve, and current defenses struggle to detect subtle,
intersectional, or culture-specific biases, especially in multi-
lingual or multimodal contexts. Moreover, many evaluation
benchmarks still lack coverage of real-world demographic
diversity, and fairness metrics can be gamed to mask more
profound inequities. These challenges highlight the need
for more holistic, scalable, and context-aware approaches to
governance, benchmarking, and mitigation—spanning from
model pretraining to downstream deployment.

There is a significant need for the development of more
robust and culturally sensitive multilingual and multicul-
tural benchmarks that can effectively assess bias in diverse
global contexts. Improving methods for detecting and mit-
igating implicit and intersectional biases, which are often
more subtle and complex, is another critical area [343].
Further investigation into the origins and propagation of
bias across different languages and cultures is necessary to
develop targeted mitigation strategies for specific linguistic
and cultural contexts [344]. Exploring the theoretical limits
of fairness guarantees in NLP models could provide valu-
able insights into the fundamental trade-offs between accu-
racy and fairness [345]. Finally, developing more human-
centered and context-aware approaches to bias evaluation,
which consider the societal impact and user experiences,
will be essential for creating truly fair and equitable Al
systems.

A.2.3 Abuse and Misuse

Despite growing attention to Deepfake abuse and Al-
enabled misuse, existing defenses remain limited in scope
and effectiveness [346]]. Many current detection systems fail
to generalize to unseen generative models, modalities, or
attack techniques, exposing weaknesses in adaptability and
robustness. Furthermore, the rapid growth in the availabil-
ity of high-fidelity open-source generative tools continues
to outpace defensive measures, lowering the barrier for
malicious actors and expanding the threat landscape.
Tackling these challenges requires a shift from reactive
detection to anticipatory governance. One is domain gener-
alization, which is essential for building resilience against
the persistent “domain shift” problem, where detectors
fail on novel generative models. Another is explainability,
which remains lacking in many detectors, making their out-
puts hard to interpret or verify. Advancing XAI methods is
thus key to improving trust and accountability in detection
results. More broadly, a practical governance framework
should cover the full misuse chain—from controlling access
to powerful capabilities to mitigating harms after deploy-
ment [347]. This includes not only implementing access
restrictions for powerful models, but also managing non-
Al resources that could be exploited for malicious purposes
(e.g., DNA synthesis services). Future policy efforts must
carefully balance the risks of misuse against the benefits of
open innovation. Close collaboration among researchers, in-
dustry stakeholders, and regulators is crucial to stay ahead



of emerging threats and ensure the responsible deployment
of AL In parallel, effective attribution mechanisms—such
as watermarking, content provenance tracking, and audit
logging—are needed to support accountability and enable
enforcement in cases of synthetic content abuse. Collectively,
these strategies lay the groundwork for a proactive and
accountable Al governance framework that can mitigate
risks while allowing the safe and beneficial use of generative
technologies.

A.3 Social Ethics
A.3.1 Social and Economic Impact

Despite notable progress in Al governance, significant lim-
itations persist across both technical and policy measures,
necessitating further research and innovation.

Technical measures face inherent constraints. Current
explainability tools cannot fully interpret complex black-
box models, extensive multimodal systems [348]. Privacy-
preserving techniques such as federated learning remain
vulnerable to data reconstruction attacks. Similarly, Fairness
constraints often fail to account for intersectional biases
embedded in diverse training data, reducing their effective-
ness in real-world settings [349]. Human-centered robotics
and adaptive skilling systems, though beneficial in specific
contexts (e.g., rural labor markets), lack scalable deployment
models, particularly in regions with digital infrastructure
gaps.

Policy and legal measures confront institutional chal-
lenges. Regulatory frameworks, such as the EU Al Act,
emphasize risk-based prohibitions but suffer from enforce-
ment gaps due to ambiguous definitions of Al systems
and exemptions for national security [350]. In distributed
governance models like the U.S. Critical Algorithmic Sys-
tem Classification, coordination across agencies remains
weak, leading to fragmented oversight. Furthermore, labor
protections and competition policies also struggle to keep
pace with Al-driven transformations: fiscal tools like capital
taxation or UBI offer limited solutions to structural skill
mismatches. At the same time, ex-ante algorithm audits are
often insufficient to detect emergent collusive behaviors in
adaptive learning systems.

Moving forward, Al governance must evolve from frag-
mented interventions to adaptive, integrated frameworks
that are scalable, context-sensitive, and forward-looking.
Achieving widely shared benefits requires not only ethical
intent but also institutional readiness, sustained cross-sector
collaboration, and mechanisms for continuous assessment.
Such coordinated efforts are essential for aligning techno-
logical advancement with broader goals of social resilience
and economic justice.

A.3.2 Ethical and Legal Issues

Although current Al governance methods target legal com-
pliance and ethics, they face notable limitations. Frame-
works like CODEIPPROMPT assess copyright risks in gen-
erative models by comparing training and generated con-
tent [351], yet they struggle with dynamic data and content
diversity. Similarly, “safe harbor” models such as A Safe
Harbor aim to protect Al evaluations [352], but may hinder
innovation, particularly in sensitive sectors like healthcare
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and finance. The NTGA method improves generalization in
neural networks [353]], but lacks robustness in real-world
tasks. Artsheets [354] face difficulties capturing cultural and
domain diversity in art datasets. In finance, explainable Al
models remain limited in transparency, often failing to meet
institutional interpretability needs [355]. Additional issues
include data authenticity and provenance. The SED frame-
work aims for a better governance balance [356]], yet it still
struggles with innovation-compliance tradeoffs. Tools like
NAF protect copyrights in generation [357], but fall short
in multi-domain adaptability. In summary, while progress
exists, challenges remain in legal enforcement, dataset com-
plexity, and sector-specific application [356], [358], [359].

To address these gaps, future research on Al ethics and
law should shift from abstract principles to actionable mech-
anisms, focusing on interdisciplinary collaboration, legal
alignment, and system-level innovation. Al use in sensitive
domains like medicine demands stronger integration of
medical, technical, and legal expertise. Ethical review frame-
works addressing privacy, bias, and transparency remain
underdeveloped and require empirical validation [360]-
[362]. Innovative directions include the AI-human symbiosis
model for joint diagnostics [361], [363], [364], and internal
safety tools like FreCT, which support proactive anomaly
detection [365]. Smart contracts can further enhance clinical
workflows by securing data exchange and automating com-
pliant decisions [366], [367]]. On a global scale, frameworks
like GDPR and emerging ethical review systems in Europe
and the US point toward transnational legal harmonization
[368]], [369]. We believe future work should evaluate their
adaptability across jurisdictions.

A.3.3 Responsibility and Accountability Mechanisms

Despite progress in establishing responsibility and account-
ability mechanisms for Al systems, several limitations re-
main in both technical and policy/legal measures that re-
quire further attention.

Technically, while audit trails, decision traceability, and
continuous monitoring are critical, their implementation
faces practical challenges. One limitation lies in the gran-
ularity and comprehensiveness of audit logs. In complex Al
systems, recording every decision-making step or maintain-
ing full traceability can be prohibitively resource-intensive.
It may lead to inefficiencies or incomplete data capture,
hindering the ability to accurately assign responsibility in
the event of a failure [370]]. Furthermore, real-time moni-
toring systems exhibit critical latency in detecting failures
within adaptive Al systems, particularly when novel edge
cases emerge [371]. From a policy and legal perspective,
existing regulatory frameworks, such as the EU Al Act,
exemplify how protracted legislative processes risk techno-
logical obsolescence before implementation [372]. Liability
regimes frequently oversimplify sociotechnical complexity,
as seen in autonomous vehicle regulations that inadequately
distribute responsibility among developers, operators, and
users during system failures [373].

Moving forward, efforts should focus on refining both
technical and policy frameworks to enhance their effec-
tiveness. Technical innovations should aim to create more
precise and scalable accountability tools, while legal re-
forms must be designed to adapt more quickly to the



evolving landscape of Al technologies. Responsibility and
accountability in Al systems cannot be reduced to isolated
technical or legal fixes; they must be distributed but not
diffused. This requires a precise mapping of responsibility
across roles—from designers who embed ethical safeguards,
to developers who document and test, to deployers who
monitor, and regulators who enforce. As Al systems grow
in influence and complexity, robust accountability mecha-
nisms will be essential to maintain social legitimacy, legal
enforceability, and moral responsibility.

Ultimately, the challenge of Al accountability is not sim-
ply about assigning blame after failure, but about designing
systems—and institutions—that are transparent, justifiable,
and responsive before harm occurs. Embedding such ac-
countability by design is central to the future of ethical and
trustworthy AL
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